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The dot intracule \( D(x) \) of a system gives the Wigner quasi-probability of finding two of its electrons with \( u \cdot v = x \), where \( u \) and \( v \) are the interelectronic distance vectors in position and momentum space, respectively. In this paper, we discuss \( D(x) \) and show that its Fourier transform \( \hat{d}(k) \) can be obtained in closed form for any system whose wavefunction is expanded in a Gaussian basis set. We then invoke Parseval’s theorem to transform our intracule-based correlation energy method into a \( \hat{d}(k) \)-based model that requires, at most, a one-dimensional quadrature.

I. Introduction

In principle, the Schrödinger equation provides a complete description of the non-relativistic electronic structure of atoms and molecules. Unfortunately, it is almost always too complex to solve exactly and systematic approximations are necessary. In the most famous of these, the Hartree–Fock method,\(^2,3\) the wave function is approximated by a single determinant of one-electron functions and the difference between the resulting energy and the exact Schrödinger eigenvalue is defined as the correlation energy \( E_c \). This quantity is very difficult to calculate, even for small systems, and a wide range of approximate methods have been devised. Wavefunction-based schemes,\(^5\) such as configuration interaction, perturbation theory and coupled-cluster methods, estimate \( E_c \) from the molecular orbitals and their energies; DFT methods\(^6\) estimate it from the electron density. More recently, however, we have proposed that it may also be possible to extract \( E_c \) from intracules.

The Position intracule \( P(u) \) and Momentum intracule \( M(v) \)\(^9,10\) were introduced long ago and give the probability density for finding two electrons with separation \( u = |\mathbf{r}_1 - \mathbf{r}_2| \) in position space or \( v = |\mathbf{p}_1 - \mathbf{p}_2| \) in momentum space. However, neither is well suited to the estimation of correlation energies and the reason for this, first clearly enunciated by Rassolov,\(^11\) is that the correlation contribution from a pair of electrons depends on both their relative position and their relative momentum.

In an attempt to obtain such “phase-space” information, we turned to the reduced Wigner distribution\(^12,13\) and we showed how this can be manipulated to form the Omega intracule \( \Omega(u,v,\omega) \),\(^14\) which can be interpreted as the joint quasi-probability density for \( u, v \) and \( \omega \), the angle between the vectors \( u \) and \( v \). Appropriate integration of \( \Omega(u,v,\omega) \) yields the lower intracules,\(^15\) including the bivariate Wigner intracule \( W(u,v) \) and Lambda intracule \( \Lambda(s,\omega) \), and the univariate \( P(u) \), \( M(v) \) and \( \Lambda(\omega) \) intracules, as well as the Action intracule \( A(s) \) and the Dot intracule \( D(x) \), where \( s = u \cdot v \) and \( x = u \cdot v \). Each intracule is normalized\(^16\) to the number of pairs of electrons and so, for example,

\[
\int_{-\infty}^{\infty} D(x) dx = \frac{n(n-1)}{2} \tag{1.1}
\]

where \( n \) is the number of electrons in the system. Moreover, if the underlying wavefunction is expanded in a basis of one-electron functions, the Dot intracule is given by\(^16\)

\[
D(x) = \sum_{abcd} \Gamma_{abcd}[abcd]_D \tag{1.2}
\]

where \( \Gamma_{abcd} \) is a two-particle density matrix element and \( [abcd]_D \) is the Dot integral over the four basis functions with indices \( a, b, c \) and \( d \). In section II of this paper, we show how \( D(x) \) and its Fourier transform can be computed efficiently and, in section III, we discuss their physical interpretation using several simple examples.

We have conjectured\(^17\) that the correlation energy \( E_c \) is a universal functional of the Omega intracule and, in particular, that one can write

\[
E_c = \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} \Omega(u,v,\omega) G(u,v,\omega) du dv d\omega \tag{1.3}
\]

where \( G(u,v,\omega) \) is a correlation kernel. By extending this conjecture, each of the lower intracules can be combined with a suitable kernel to yield a correlation model. Of these, the Wigner intracule ansatz

\[
E_c = \int_{0}^{\infty} \int_{0}^{\infty} W(u,v) G(u,v) du dv \tag{1.4}
\]

has been the most popular to date and has been studied numerically in several papers.\(^15,17–22\) In sections IV and V of the present paper, however, the Dot intracule ansatz

\[
E_c = \int_{0}^{\infty} D(x) G(x) dx \tag{1.5}
\]

and related approaches will be our primary concern. All of our numerical results are based on UHF/6-311G wavefunctions and we use atomic units throughout.
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II. The Dot intracule and its Fourier transform

The Omega intracule is formed\textsuperscript{15} from the reduced two-particle density matrix by

$$\Omega(u, r, w) = \frac{1}{(2\pi)^3} \int \int \int \rho_2(\mathbf{r}, \mathbf{r} + \mathbf{q}, \mathbf{r} + \mathbf{u} + \mathbf{q}, \mathbf{r} + \mathbf{u}) \times e^{i\Phi\mathbf{u} \cdot \mathbf{r}} \delta(\mathbf{r} - \mathbf{v}) \delta(\mathbf{u} - \theta_{\mathbf{u}}) \mathbf{d}q \mathbf{d}v \mathbf{d}u$$

(2.6)

and the Dot intracule is given similarly by

$$D(x) = \frac{1}{(2\pi)^3} \int \int \int \rho_2(\mathbf{r}, \mathbf{r} + \mathbf{q}, \mathbf{r} + \mathbf{u} + \mathbf{q}, \mathbf{r} + \mathbf{u}) e^{i\Phi\mathbf{u} \cdot \mathbf{r}} \mathbf{d}q \mathbf{d}v \mathbf{d}u$$

(2.7)

This 12-dimensional integral can be simplified by substituting the Dirac identity

$$\delta(z) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{ikz} dk$$

(2.8)

and integrating over \(r\) and \(q\) to obtain

$$D(x) = \frac{1}{2\pi} \int \int \int d(k) e^{ikx} dk$$

(2.10)

of the f-Dot function

$$d(k) = \int \int \int \rho_2(\mathbf{r}, \mathbf{r} + \mathbf{k}, \mathbf{r} + \mathbf{u} + \mathbf{k}, \mathbf{r} + \mathbf{u}) \mathbf{d}r \mathbf{d}u$$

(2.11)

We note that the normalization of \(D(x)\) implies that \(d(0) = n(n - 1)/2\). If the wavefunction is expanded in a one-electron basis, eqn (2.11) becomes

$$d(k) = \sum_{abcd} \Gamma_{abcd} [abcd]_d$$

(2.12)

where the f-Dot integrals \([abcd]_d\) are four-centre overlap integrals that can, in some cases, be found in closed form. For example, if the basis functions are \(s\)-type Gaussians, we can use the \(N\)-integrate module in the MATHEMATICA package.\textsuperscript{30}

We have modified a development version of the Q-CHEM 3.1 package\textsuperscript{25} to use (2.12), together with (2.13) and its higher analogous up to \([ppppp]_d\), to construct the f-Dot function for arbitrary molecules with \(s\) and \(p\) basis functions. We are currently extending our implementation to include \(d\) and \(f\) functions and this will allow us to explore the effects of polarization functions. We will report a systematic investigation of basis set effects elsewhere\textsuperscript{26} but we do not expect that the neglect of polarization functions in the present work will alter our qualitative conclusions.

If one requires the Dot intracule, there are two ways to proceed. The first method is to use (1.2) and obtain the required Dot integrals from the Fourier transforms

$$\langle ss \rangle_D = \frac{\pi^3}{[(\alpha + \beta)(\beta + \gamma)]^{3/2}}$$

$$\frac{1}{2\pi} \int_{-\infty}^{\infty} \exp\left\{\frac{\alpha^2 (\beta + \gamma) \mathbf{Q} \cdot \mathbf{Q}^2}{4\lambda^2 \mu^2 + (\eta + \kappa)^2} - R + ikx\right\} dk$$

(2.14)

In the concentric special case (i.e. \(P = Q = R = 0\)), the integral (2.14) is

$$\langle ss \rangle_D = \frac{\pi^2 e^{-2\mu x}}{4\lambda^2 \mu^2 [(\alpha + \beta)(\beta + \gamma)]^{3/2}} e^{K_1(c)}$$

(2.15)

where \(K_1\) is a modified Bessel function of the second kind\textsuperscript{27} and \(c = 2\mu|x|\). However, in the general case, we have not been able to solve it in closed form and have turned instead to numerical methods. For large \(x\), the evaluation of (2.14) by standard quadrature becomes problematic because the integrand oscillates rapidly but we found that the Evans-Chung method of optimal contour integration\textsuperscript{28} can be employed to overcome this obstacle. For very large \(x\), it should be possible to use the asymptotic form\textsuperscript{29} of (2.14).

A second, more efficient method for forming the Dot intracule is to form the f-Dot function and then perform the Fourier transform (2.10). To obtain the results in the next section, we used Q-CHEM to compute \(d(k)\) on a grid of \(k\) points and then performed the inverse transform using the \(N\)-integrate module in the MATHEMATICA package.\textsuperscript{30}

Table 1 summarizes some of the properties of the \([sss]_D\) integral that follow from (2.13) and the properties of the \([sss]_D\) integral that then follow by the Fourier transform theory.\textsuperscript{31}

### III. Interpretation of \(D(x)\) and \(d(k)\)

In a system with \(n_\uparrow\) spin-up electrons and \(n_\downarrow\) spin-down electrons, the Dot intracule \(D(x)\) and f-Dot function \(d(k)\) contain \(n_\uparrow n_\downarrow\) contributions from electrons with antiparallel spins and \(\frac{1}{2} n_\uparrow(n_\uparrow - 1) + \frac{1}{2} n_\downarrow(n_\downarrow - 1)\) contributions from electrons with parallel spins. These two types of contribution are conveniently isolated and illustrated by the helium atom in its lowest singlet (\(^1S\), antiparallel spins) and triplet (\(^3S\), parallel spins) states.

<table>
<thead>
<tr>
<th>Table 1 Properties of the ([sss]_D) and ([sss]_D) Integrals</th>
</tr>
</thead>
<tbody>
<tr>
<td>(f_\langle k \rangle = [sss]_D)</td>
</tr>
<tr>
<td>(f_\langle k \rangle) is a real function</td>
</tr>
<tr>
<td>(f_\langle k \rangle = O(k^{-1})) as (</td>
</tr>
<tr>
<td>(f_\langle k \rangle) is smooth for all real (k)</td>
</tr>
<tr>
<td>(f_\langle x \rangle = O(e^{-2\mu</td>
</tr>
</tbody>
</table>
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Fig. 1 shows $D(x)$ for $^1S$ (—) and $^3S$ (—) states of He atom.

Fig. 2 shows $d(k)$ for both states. The functions are even and their $k^{-3}$ decay is slower than the exponential decay of their respective intracules. As one would expect, the $f$-Dot function, which is narrower for the triplet than for the singlet, provides a complementary perspective to the Dot intracule. The dip in the triplet’s intracule causes $d(k)$ to become negative for $k \gtrsim 1$.

Fig. 3 shows how $D(x)$ evolves in larger atoms. As we move from helium to neon, the intracule broadens and develops a small dip around $x = 0$. The broadening arises principally from the higher $v$ (and therefore $x$) values that occur in heavier atoms and the dip reflects the increasing importance of parallel-spin contributions to the intracule (cf. triplet helium).

Fig. 4, in which we have defined $\Delta D(x) = D(x) - D_{He}(x)$, shows the way in which $D(x)$ is perturbed as the neon atom is progressively transmuted into HF, $H_2O$, NH$_3$ and CH$_4$. During this alchemy, the four lone pairs are successively converted into $\sigma$ bonds and the intracule decreases slightly for $x \lesssim 4$ and increases slightly for larger values of $x$. This is consistent with our previous conclusion that, whereas electrons in lone pairs tend to move orbitally (i.e. $\omega \approx \pi/2$ and so $|x|$ is small), those in $\sigma$ bonds tend to move collinearly (i.e. $\omega \approx 0$ or $\omega \approx \pi$ and so $|x|$ is large).

Fig. 5 and 6 show the parallel and antiparallel components of $D(x)$ and $d(k)$ for the He–He dimer at the experimental internuclear separation of 5.6 a.u. The system has $n_\sigma = n_\pi = 2$ and therefore two parallel and four antiparallel contributions. Both of the parallel contributions and two of the antiparallel contributions arise from distant (i.e. $u \approx 5.6$) electrons; the other antiparallel contributions arise from electrons on the same atom.

Because the parallel electrons are far apart and $u \cdot v$ can therefore take a wide range of values, the parallel component of $D(x)$ (the dashed curve in Fig. 5) is very flat. We note, however, the slight dip near $x = 0$ that arises from the Fermi
hole. Because the parallel component of \( D(x) \) is flat, the parallel component of \( d(k) \) (the dashed curve in Fig. 6) is correspondingly sharp. The antiparallel component of \( D(x) \) (the solid curve in Fig. 5) is a sum of a contribution from distant electrons (which produces the tail of the intracule and which is almost identical to the parallel component) and close electrons (which govern its behaviour at small \( x \)). The two contributions that produce the antiparallel component of \( d(k) \) are also clear in the solid curve in Fig. 6.

In all of our numerical studies, the computed \( D(x) \) is a strictly positive function. On the basis of this empirical evidence, we conjecture that \( D(x) \) is positive (or, equivalently, that \( d(k) \) is a positive-definite function\(^\text{15}\)) in all systems.

IV. A correlation model based on \( D(x) \)

Given that we can compute \( D(x) \) for an arbitrary molecule, how can we then extract an estimate of the correlation energy from it? In previous work, we have taken eqn (1.5) as our starting point and explored various \( G(x) \) kernels. A simpler approach is to base an estimate on the value of the intracule at a selected point \( x \). For example, it can be shown\(^\text{15}\) that \( x = 0 \) corresponds to either \( \mu = 0, \nu = 0 \) or \( d\mu/dt = 0 \). Each of these is a physical situation in which one might expect the electrons to be strongly correlated and one could guess that \( D(0) \), the quasi-probability density for \( x = 0 \), may therefore be a useful indicator of \( E_c \).

At \( x = 0 \), the \([\text{sss}]_D \) integral (2.14) takes the simpler form

\[
[\text{sss}]_D = \frac{\pi^3}{[(\alpha + \beta)(\beta + \gamma)]^{1/2}} 2\pi \int \exp \left[ \frac{-E^2 + \mu^2 + \nu^2}{4\mu^2 + \nu^2 + k^2} - R \right] dk
\]

(4.16)

However, we have not been able to solve this in closed form and we have therefore obtained \( D(0) \) from eqn (2.10) by integrating \( d(k) \) numerically.

We have investigated the simple ansatz

\[
E_c^D = c_D D(0)^2
\]

(4.17)

where \( c_D \) and \( x \) are parameters and, by approximate fitting to the known correlation energies of the first 18 atoms, we obtained \( c_D = -90 \) \( mE_h \) and \( x = 3/4 \). Table 2 summarizes the performance of this model for each of the atoms and molecules in the G1 dataset.\(^\text{33}\) The second column gives the exact correlation energy\(^\text{34} \) of each species. The differences \( \Delta E_c^D = E_c^\text{exact} - E_c^D \) between the exact correlation energies and the energies from eqn (4.17) are given in the fifth column and, for comparison, the differences \( \Delta E_c^{\text{MP2}} = E_c^\text{exact} - E_c^{\text{MP2}} \). The scatterplot of \( E_c^\text{exact} \) against \( E_c^D \) is shown in Fig. 7 and the mean absolute error (MAE) over the G1 set is 28 \( mE_h \). Examination of the errors in Table 2 reveals that, although the ansatz performs well for most atoms (Ne, with \( \Delta E_c^D = -33 \) \( mE_h \), is the worst) and for many of the smallest molecules, it performs poorly for the larger systems and disilane (\( \Delta E_c^D = 169 \) \( mE_h \)) and ethane (\( \Delta E_c^D = 138 \) \( mE_h \)) are the extreme examples of this.

The reason for such failures can be understood by examining the variation of \( D(0) \) in the \( \text{H}_2 \) molecule with the bond length \( R \). Table 3 shows that \( D(0) \), and therefore \( E_c^D \), decays too slowly at large \( R \). In fact, whereas London dispersion produces \( E_c^\text{exact} \sim O(R^{-6}) \), it can be shown that \( D(0) \sim O(R^{-1}) \). As a result, in large molecules, \( D(0) \) includes spuriously large contributions from well-separated electrons.

V. A correlation model based on \( d(k) \)

In section II, we showed that it is useful, both theoretically and numerically, to regard the Dot intracule as the Fourier transform of a more fundamental (and more easily computed) object (2.11) that we have called the \( f \)-Dot function. In view of this, it is interesting to explore the use of the General Parseval Relation\(^\text{35}\) to re-cast (1.5) as

\[
E_c = \int_{-\infty}^{\infty} d(k) g(k) dk
\]

(5.18)

where \( g(k) \) is the Fourier transform of \( G(x) \). This leads us to consider a new class of kernel, in \( k \) space rather than \( x \) space, and allows us to exploit the fact that we can compute \( d(k) \) analytically and thereby obtain an expression for the
correlation energy $E_c$ that requires at most a one-dimensional quadrature.

One of the simplest possible $k$-space kernels is

$$g(k) = c_d(k - k_0), \quad (5.19)$$

where $c_d$ and $k_0$ are parameters. In this case, eqn (5.18) takes the simple closed form

$$E_c^d = c_d(k_0) \quad (5.20)$$

This expression is equivalent to the two-parameter formula given in eqn (10) of ref. 22 where, by fitting to the known correlation energies of the first 18 atoms, it was found that the optimal values of the parameters are $c_d = -76.95 \text{ mE}_h$ and $k_0 = 0.8474$. The differences $\Delta E_c^d = E_c^\text{exact} - E_c^d$ between the energies from eqn (5.20) and the exact correlation energies for the atoms and molecules in the G1 dataset are given in the fourth column of Table 2.

The scatterplot of $E_c$ against $E_c^d$ is shown in Fig. 8 and the MAE over the G1 set is $27 \text{ mE}_h$. Examination of the errors in Table 2 reveals that, like (4.17), the ansatz (5.20) performs well for atoms (Ar, with $\Delta E_c^d = 17 \text{ mE}_h$, is worst) and small molecules, but is less effective in the larger systems. As before, disilane ($\Delta E_c^d = 113 \text{ mE}_h$) and ethane ($\Delta E_c^d = 96 \text{ mE}_h$) produce the largest errors.

As with the first ansatz, part of the reason for such failures can be traced to the variation of $d(k_0)$ in the H$_2$ molecule. The results in Table 3 show that, unlike $D(0)$, $d(k_0)$ decays too rapidly with $R$. In fact, it can be shown that $d(k_0) \sim O(e^{-R})$, where $\zeta$ depends on the exponents of the Gaussian basis functions, and this means that $E_c^d$ is incapable of describing long-range correlation (e.g. dispersion). Nonetheless, although $d(k_0)$ behaves incorrectly, it seems to approximate $R^{-6}$ somewhat better than $D(0)$ does.

Finally, we note that while the $R$-dependent decay behaviour of $D(0)$ and $d(k_0)$ is very different, the models based upon these two quantities produce very similar estimates of the correlation energy. Their overall errors are almost indistinguishable and, moreover, there are strong statistical similarities between their errors for individual molecules. Given that a single point in $x$ space embodies information from all $k$ values (and vice versa), it is particularly surprising that these two different models seem to capture the same electron correlation effects.
VI. Reaction energy errors

It is clear from Table 2 that the MAEs of the popular MP2 method are at least an order of magnitude larger than those of the $E^d$ and $E^D$ models. However, MP2 is a valuable tool in quantum chemistry because its errors are generally systematic and tend to cancel between reactants and products in chemical reactions, particularly for those that are isodesmic (same number and type of bonds in the reactants and products) and isogyric (same number of unpaired electrons in the reactants and products).

In Table 4, we consider a variety of reactions whose MP2, $E^d$ and $E^D$ correlation energy errors can be derived from the data in Table 2. Each of the first 47 reactions involves a homolytic bond fission and is therefore neither isodesmic nor isogyric. Overall, the accuracies of the three methods are comparable, with MAEs close to 20 $mE_h$, but MP2 tends to be least accurate for the smallest systems. The remaining 24 reactions are both isodesmic and isogyric and, as such, are significantly easier to model accurately. Both MP2 and the intracule-based approaches are more accurate for these reactions and, on average, the MP2 errors are roughly half as large as those of the $E^d$ and $E^D$ models.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>$\Delta E^\text{MP2}$</th>
<th>$\Delta E^d$</th>
<th>$\Delta E^D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{H}_2 \rightarrow \text{H} + \text{H}$</td>
<td>23</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\text{LiH} \rightarrow \text{Li} + \text{H}$</td>
<td>25</td>
<td>-6</td>
<td>0</td>
</tr>
<tr>
<td>$\text{BeH} \rightarrow \text{Be} + \text{H}$</td>
<td>7</td>
<td>-17</td>
<td>-29</td>
</tr>
<tr>
<td>$\text{Li}_2 \rightarrow \text{Li} + \text{Li}$</td>
<td>18</td>
<td>-4</td>
<td>7</td>
</tr>
<tr>
<td>$\text{CH} \rightarrow \text{C} + \text{H}$</td>
<td>21</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>$\text{NH} \rightarrow \text{N} + \text{H}$</td>
<td>20</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>$\text{CH}_3(\text{A}) \rightarrow \text{CH} + \text{H}$</td>
<td>24</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\text{OH} \rightarrow \text{O} + \text{H}$</td>
<td>19</td>
<td>1</td>
<td>11</td>
</tr>
<tr>
<td>$\text{NH}_2 \rightarrow \text{NH} + \text{H}$</td>
<td>19</td>
<td>-7</td>
<td>2</td>
</tr>
<tr>
<td>$\text{CH}_3 \rightarrow \text{CH}_2(\text{B}) + \text{H}$</td>
<td>22</td>
<td>-14</td>
<td>-5</td>
</tr>
<tr>
<td>$\text{H}_2\text{O} \rightarrow \text{OH} + \text{H}$</td>
<td>21</td>
<td>-5</td>
<td>10</td>
</tr>
<tr>
<td>$\text{NH}_2 \rightarrow \text{NH} + \text{H}$</td>
<td>22</td>
<td>-12</td>
<td>0</td>
</tr>
<tr>
<td>$\text{CH}_4 \rightarrow \text{CH}_2 + \text{H}$</td>
<td>22</td>
<td>-15</td>
<td>-6</td>
</tr>
<tr>
<td>$\text{LiF} \rightarrow \text{Li} + \text{F}$</td>
<td>18</td>
<td>3</td>
<td>16</td>
</tr>
<tr>
<td>$\text{HCO} \rightarrow \text{CO} + \text{H}$</td>
<td>23</td>
<td>-20</td>
<td>-27</td>
</tr>
<tr>
<td>$\text{H}_2\text{CO} \rightarrow \text{H}_2\text{O} + \text{H}$</td>
<td>21</td>
<td>-14</td>
<td>-18</td>
</tr>
<tr>
<td>$\text{C}_2\text{H}_4 \rightarrow 2\text{CH}_2(\text{B})$</td>
<td>24</td>
<td>9</td>
<td>-12</td>
</tr>
<tr>
<td>$\text{SiH}_3 \rightarrow \text{SiH}_2(\text{B}) + \text{H}$</td>
<td>21</td>
<td>-17</td>
<td>-14</td>
</tr>
<tr>
<td>$\text{HCl} \rightarrow \text{Cl} + \text{H}$</td>
<td>26</td>
<td>-15</td>
<td>-2</td>
</tr>
<tr>
<td>$\text{PH}_3 \rightarrow \text{PH}_2 + \text{H}$</td>
<td>24</td>
<td>-12</td>
<td>-9</td>
</tr>
<tr>
<td>$\text{SiH}_4 \rightarrow \text{SiH}_3 + \text{H}$</td>
<td>17</td>
<td>-17</td>
<td>-18</td>
</tr>
<tr>
<td>$\text{N}_2\text{H}_4 \rightarrow 2\text{NH}_2 + \text{H}$</td>
<td>15</td>
<td>6</td>
<td>-44</td>
</tr>
<tr>
<td>$\text{CH}_3\text{OH} \rightarrow \text{CH}_3 + \text{OH}$</td>
<td>14</td>
<td>11</td>
<td>-38</td>
</tr>
<tr>
<td>$\text{C}_2\text{H}_6 \rightarrow 2\text{CH}_3$</td>
<td>15</td>
<td>-5</td>
<td>-60</td>
</tr>
<tr>
<td>$\text{Na}_2 \rightarrow 2\text{Na}$</td>
<td>12</td>
<td>-7</td>
<td>33</td>
</tr>
<tr>
<td>$\text{CH}_3\text{Cl} \rightarrow \text{CH}_3 + \text{Cl}$</td>
<td>22</td>
<td>-5</td>
<td>-43</td>
</tr>
<tr>
<td>$\text{Si}_2 \rightarrow 2\text{Si}$</td>
<td>35</td>
<td>11</td>
<td>34</td>
</tr>
<tr>
<td>$\text{P}_2 \rightarrow 2\text{P}$</td>
<td>6</td>
<td>19</td>
<td>42</td>
</tr>
<tr>
<td>$\text{Si}_2 \rightarrow 2\text{Si}$</td>
<td>17</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\text{SiH}_2 \rightarrow 2\text{SiH}_2$</td>
<td>15</td>
<td>-24</td>
<td>-53</td>
</tr>
<tr>
<td>$\text{Cl}_2 \rightarrow 2\text{Cl}$</td>
<td>28</td>
<td>8</td>
<td>-10</td>
</tr>
<tr>
<td>$\text{CN} \rightarrow \text{C} + \text{N}$</td>
<td>45</td>
<td>77</td>
<td>59</td>
</tr>
<tr>
<td>$\text{N}_2 \rightarrow 2\text{N}$</td>
<td>-11</td>
<td>86</td>
<td>74</td>
</tr>
<tr>
<td>$\text{CO} \rightarrow \text{C} + \text{O}$</td>
<td>-7</td>
<td>51</td>
<td>43</td>
</tr>
<tr>
<td>$\text{HCN} \rightarrow \text{CH} + \text{N}$</td>
<td>-9</td>
<td>33</td>
<td>35</td>
</tr>
</tbody>
</table>

Mean absolute errors (MAEs)

Dissociation reactions:

<table>
<thead>
<tr>
<th>Dissociation reactions</th>
<th>MAE ($mE_h$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{H}_2\text{O}$</td>
<td>18</td>
</tr>
<tr>
<td>$\text{H}_2\text{CO}$</td>
<td>21</td>
</tr>
<tr>
<td>$\text{H}_2$</td>
<td>21</td>
</tr>
</tbody>
</table>

Isodesmic and isogyric reactions:

<table>
<thead>
<tr>
<th>Isodesmic and isogyric reactions</th>
<th>MAE ($mE_h$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{H}_2\text{O}$</td>
<td>5</td>
</tr>
<tr>
<td>$\text{H}_2\text{CO}$</td>
<td>10</td>
</tr>
<tr>
<td>$\text{H}_2$</td>
<td>12</td>
</tr>
</tbody>
</table>
Overall, the reaction errors of the intracule-based models are somewhat larger and significantly less systematic than those of MP2. On the other hand, the cost of computing the $E^c$ correlation energies from eqn (5.20)—roughly the same as a single Hartree–Fock SCF iteration—is small compared with MP2.

VII. Conclusions

We have presented an efficient method for computing the Dot intracule $D(x)$ of an atomic or molecular system and for computing its Fourier transform, the $\mathbb{F}$-Dot function $d(k)$. We have shown that the latter can be formed from the reduced two-particle density matrix and that this can be accomplished in closed form when the parent wavefunction is expanded in a Gaussian one-electron basis.

We have argued that both $D(x)$ and $d(k)$ can be used as starting points in intracule functional models of the electron correlation energy and we have discussed the numerical results of two such models. In one of these, the correlation energy estimate $E^c$ is available in closed-form and can be computed very rapidly.

Acknowledgements

Y.A.B. thanks the Research School of Chemistry for a PhD scholarship. D.L.C. thanks the ARC (Grant DP0771978) and the Australian National University for financial support. P.M.W.G. thanks the APAC Merit Allocation Scheme for a grant of supercomputer time.

References