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ABSTRACT: Using numerical calculations and analytic theory, we examine the convergence behavior of Gaussian expansions of
several model orbitals. By following the approach of Kutzelnigg, we find that the errors in the energies of the optimal n-term
even-tempered Gaussian expansions of s-type, p-type, and d-type exponential orbitals are & ~ exp(—n(3n)"/?), & ~
exp(—n(5n)"?), and €2 ~ exp(—n(7n)"?), respectively. We show that such “root-exponential” convergence patterns are a
consequence of the orbital cusps at r = 0, rather than the over-rapid decay of Gaussians at large ». We find that even-tempered
expansions of the cuspless Lorentzian orbital also exhibit root-exponential convergence but that this is a consequence of its fat

tail.

1. INTRODUCTION

The concept of the molecular orbital (MO) lies at the heart of
contemporal}r chemistry and is the central object in quantum
chemistry.'™* Indeed, almost all of the understanding and
rationalization in modern organic and inorganic chemistry is
couched in terms of simple arguments involving the
interactions between orbitals, particularly those near the
HOMO-LUMO interface.”™”

For computational purposes, one must expand MOs in a set
of basis functions,'”"" and because of their unparalleled
mathematical properties, Gaussian basis functions have been
the pragmatic choice for many years. Because all of the integrals
that arise in Hartree—Fock and traditional post-Hartree—Fock
calculations can be reduced'>™*’ to elementary functions and
error functions,”® Gaussians are ubiquitous in molecular
calculations and have even challenged plane waves in solid-
state calculations.””*°

However, from a theoretical viewpoint, Gaussians are
suboptimal for two reasons: they lack a cusp® at r = 0, and
they decay too fast®” at large r. The complementary nature of
these deficiencies becomes clear if an exponential function (the
exact wave function for a hydrogen atom) and a Gaussian (the
exact wave function for a harmonic oscillator) are super-
imposed as shown in Figure 1. The logarithmic transformation
that converts the exponential into a straight line converts the
Gaussian into a sigmoidal curve that is flat at both ends of the
domain. It is obvious from Figure 1 that no finite linear
combination of Gaussians can ever capture either the
exponential cusp at r = 0 or the analogous “cusp” at r = oo.
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Figure 1. Comparison of exp(—r) and exp(—r*) for 0 < r < co.

-4 ACS Publications  © 2012 American Chemical Society

4891

However, for an electron in a radial potential, one can
construct the n-Gaussian wave function approximations

v, = 2 exp(—ar’)

i=1 (1)
that minimize the energy expectation value
|HI
E, = mi <V/" ll/”>
ca (yglur) &)

and study the convergence of the E, to the true E. Huzinaga
took this approach®? to find the coefficients ¢; and exponents a
for the H atom, and Kutzelni§ and Klopper later used cardinal
function theory®* to show™ * that, if the a/s are even-
tempered*®*' (ie, they form a geometric sequence), the
energy error €, = E, — E behaves asymptotically as

€, ~ exp(—m~/3n) 3)

Root-exponential convergence is initially surprising, for
spectral theory®* leads one to expect algebraic convergence
when a cusp is expanded in a basis of smooth functions.
However, as Whittakers showed,**** this expectation can be
exceeded when the smooth functions themselves are optimized
(via optimization of the ;).

Do both of the cusp problems in Figure 1 lead to the root-
exponential convergence (eq 3) of the H atom energy? Would
this behavior persist if the exact wave function had only the r =
0 cusp, or only the r = 0o cusp? These are key questions for
understanding the fundamental issues that underlie the
construction of efficient Gaussian basis sets, whether of the
Pople,* Dunning,** or Jensen*® type.

In this paper, we examine the Gaussian expansions of a
variety of orbitals and present a general approach for predicting
and rationalizing the rate of convergence of the energies of such
expansions. We use atomic units throughout.
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2. KUTZELNIGG ANALYSIS

We con51der an electron, moving in a radial potential V(r), with
the radial*’” wave function y(r) and energy E. If the full wave
function has the angular momentum quantum number /, then
the Gaussian representation*® of the wave function

w(r) =1 /O " {(a) exp(=ar?) da w

can be viewed as its expansion as an infinite sum of Gaussians
with exponents from @ = 0 to @ = co. However, it is even more

illuminating to recast this in terms of the log-exponent z = In ¢,
thus obtaining
W) =1 [ g() ep(=er) dz ©

The function g(z) then measures the importance of the log-
exponent z in the Gaussian expansion of ¥(r) and, as we show
below, foreshadows the range of exponents that contribute
significantly in a finite expansion.

2.1. Energy Error Functional. If y is an exact
eigenfunction of the Hamiltonian H, with eigenvalue E, then
the energy error functional

= (ylH - Ely) = / B / " Fa, p) da dp ©

vanishes identically. The function

F(a, f) = f(a) f(B)(r'e™ 1T + V — Eir'e ") 7)

decomposes & over Gaussian exponent space, revealing which

exponents are important in the Gaussian expansion of y and
which are less so. It is easy to show that

fomp(a, B) da = /Omp(a, B)dp =0

(8)
(which we use in eqs 12 and 18) and that
Fa, ) = f(a )f(ﬂ)[% +GQ) - /]
)
where { = a + f and
_ 2 e oy 2042
6O =ty VO e e

Approximating i by the finite Gaussian expansion (eq 1) is
equivalent to truncating the integration domain in (eq 6) from
[0,00) ® [0,00) to [L,U] ® [L,U] and then applying an n-point
quadrature to each of the integrals, yielding

ExE+ &y (11)
Kutzelnigg refers to these two components as the “cutoff error”
and “discretization error”, respectively.

2.2. Cutoff Error. The vanishing of the integrals in eq 8 led
Kutzelnigg to define the cutoff error as the sum

E. =&, + &y (12)

of a lower cutoff error
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e~ [ [ @y, (ﬂ)[(” LD 4 60
E
- da d
€I+3/2] ﬂ (13)
and an upper cutoff error
o~ [T [T h@, <ﬂ>[(2’ LD | Gy0)
E
- da d,
Cl+3/2:| a df (14)

where f;(x) and G (x) are the limiting forms of f(x) and G(x)
for small x and f;(x) and Gy(x) are the limiting forms for large
x. These are listed in Table 1 for each of the orbitals that we
will consider.

Table 1. Limiting Behavior of f(a) and G({) for Orbitals

orbital fi(a) fula) GL(0) Gy(0)
Dawson 1 a3? s =
Lorentzian 1 exp(—a) (—1/2 4«—3/2
Sech op(-1/()  ep(-P/Aa) O
Expo (1s) exp(—1/(4a)) a? o =
Expo (2s) exp(—1/(16a)) a™? - -
Expo (3s) exp(—1/(36a)) a3 - =
Expo (2p) exp(~1/(16a)) o ¢ ¢?
Expo (3d) exp(—1/(36a)) a? 3 o3

2.3. Discretization Error. In terms of the log exponents s =
In a and ¢ = In f3, the energy error functional (eq 6) can be
written

_ © © sty s+t
S—Iw[wF(e,e)e ds dt (15)

and adopting an infinite even-tempered Gaussian basis
corresponds to approximating eq 15 by the quadrature

(o]

En i Z i F(e, eth)eli+hh

j=—00 k=—00 (16)
Using the Fourier representation of the Dirac comb*
1 © 2
A(z) == Z cos[ mztz]
o h (17)

one can write the discretization error as

oo

SD — h2 Z Z F(ejh, ekh)e(j+k)h - &

j=—00 k=—00

=i f / F(e', ¢')e* A (s) A, (f) ds df — &
o poo O X 2i

= / / F(e, e)e'! Z Z cos[]Tﬂs]

j=1 k=1
cos[ ka] ds dt
h
(18)
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If F decays rapidly for large Is| and I#l, the leading term in the
double sum dominates, and by back-transforming to exponent
variables, we obtain the Kutzelnigg expression

©  po 2zln 2zln f
Ep ~ /0‘ /; F(a, p) cos[ . ] cos[ L ] da df
(19)

If we move to polar coordinates, and assume that 4 is small, this
becomes

oo /2 .
&Ep ~ / f %F(r sin @, r cos H)tanz'”/h 6 do dr
o Jo
(20)

and, for many orbitals, the discretization error decays quickly as
the even-tempering distance h is decreased.

3. CONVERGENCE OF FOUR ORBITAL TYPES

For many orbitals, we find that the lower cutoff error decays
either algebraically (&, ~ L?) or exponentially (8, ~ exp(—1)/
(pL)) with the smallest Gaussian exponent L and, analogously,
the upper cutoff error decays either algebraically (S ~ U™?) or
exponentially (Ey ~ exp(—qU)) with the largest Gaussian
exponent U. The discretization error is often &, ~ exp(—27*/
h), and we will assume that this is the case for all of the orbitals
that we will consider.

We now examine the four model cases that result in these
situations, using the even-tempered relationship

nh = In(U/L) (21)

For clarity, and because we are principally interested in the
qualitative behavior of the energy convergence, we assume unit
coeflicients throughout. Our asymptotic predictions are
unaffected by this assumption.

Type A. If &; is algebraic and &y is algebraic, we have

E=L"+ U™+ exp(—22°/h) (22)

In the special case where p = g, minimization of & with respect
to L and U leads to

LU=1 (23a)
2pInUexp(-pInU) = nr” exp[— e }
InU InU (23b)
and, for large n, these equations yield
L ~ exp(—m\[n/p) (24a)
U~ exp(+ﬂM) (24b)
E ~ exp(—z fnp) (24¢)

Equation 24c predicts root-exponential convergence.
Type B. If &, is algebraic and &y is exponential, we have

&=L+ exp(—qU) + exp(—27*/h) (25)
Minimization of & with respect to L and U leads to
L = (qU/p)""* exp(—qU/p) (26a)
2’ 2’
qU exp(—qU) = eXP[— ]
In*(U/L) In(U/L) (26b)
and, for large n, these equations yield
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L ~ exp(—m\2n/p) (272)
U~ m\2np/q (27b)
& ~ exp(—n\[2np) (27¢)

Equation 27c predicts root-exponential convergence that is
twice as fast as that in case A.
Type C. If &, is exponential and Ey is algebraic, we have

& = exp(=1/(pL)) + U™? + exp(—27°/h) (28)
Minimization of & with respect to L and U leads to

U= (pgl)"'* exp(1/(pqL)) (292)

L exp _L _ 2nrm exp| — 2nmw

pL pL)  In*(U/L) In(U/L) (29b)
and, for large n, these equations yield

L~ — L

mp2nq (30a)
U ~ exp(7/2n/q) (30b)
& ~ exp(—n/2nq) (30¢)

Equation 30c predicts root-exponential convergence that is
comparable to that in case B.

Type D. If &, is exponential and &y is exponential, we have

& = exp(=1/(pL)) + exp(=qU) + exp(=27"/h)  (31)
Minimization of & with respect to L and U leads to
paLU =1 (32a)
qU exp(—qU) _ 22n7r2 . exp[— 2nrw _ ]
In*(pqU~) In(pqU") (32b)
and, for large n, these equations yield
L~ W(nﬂz\/ITq )
n7r2p (33a)
U~ nm’/q
W(nz*\Jp/q) (33b)
&~ exp[_n—,,z]
W(nz*\Jp/q) (33¢)

where W is the Lambert W function®® or product log. Because
W(x) is almost flat for large x, eq 33c predicts that the energies
of optimized Gaussian expansions of type D orbitals will
converge only slightly slower than exponentially.

4. MODEL ORBITALS

We begin by considering four radial potentials V(r) whose
ground-state wave functions w(r), and their Gaussian trans-
forms f(a), can be found in closed form.

The optimal n-Gaussian approximation (1) has energy

_ (T + Ve
= min ———

E
" c,a c'Sc

(34)
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Table 2. Even-Tempered Minimum (z,) and Maximum (z,) Log Exponents and Log Error (In €,) for the Energy-Optimized n-
Term Gaussian Expansions of the Dawson, Lorentzian, Exponential, and Sech Orbitals

Dawson Lorentzian Exponential Sech
n z z, —In g, z z, —In g, z z, —In g, z; z, —In g,
1 —-1.54 —1.54 2.34 —1.26 —1.26 2.58 -1.3S —-1.3$ 3.61
2 —2.47 —0.25 4.36 —1.60 +0.29 4.26 —1.95 —0.56 6.74
3 —2.68 +1.62 4.20 -3.39 +0.10 5.68 —1.81 +1.36 5.48 —-2.32 —0.11 9.80
4 -3.40 +2.31 S.14 —4.17 +0.35 6.98 —2.00 +2.21 6.69 —2.60 +0.19 12.8
S -391 +3.02 5.99 —4.89 +0.53 8.08 -2.14 +2.96 7.73 —2.82 +0.43 15.7
6 —4.43 +3.60 6.79 —5.54 +0.67 9.13 —2.26 +3.64 8.74 -3.00 +0.63 17.7
7 —4.88 +4.15 7.53 —6.16 +0.79 10.1 —2.40 +3.27 9.68 -3.16 +0.78 20.0
8 =535 +4.61 8.21 —6.75 +0.89 11.0 —2.45 +4.87 10.6 —3.31 +0.93 22.0
9 —5.76 +5.07 8.85 —7.30 +0.98 11.9 —2.52 +5.43 11.4 —3.44 +1.0S 24.3
10 —6.16 +5.48 9.46 —7.83 +1.05 12.7 -2.59 +5.97 122 —3.57 +1.18 26.6

Table 3. Fully Optimized Minimum (z,) and Maximum (z,) Log Exponents and Log Error (In €,) for the Energy-Optimized n-
Term Gaussian Expansions of the Dawson, Lorentzian, Exponential, and Sech Orbitals

Dawson Lorentzian Exponential Sech
n z; % —In ¢, z %, —In ¢, z % —In ¢, 2z %, —In ¢,
1 —1.54 —1.54 2.34 —1.26 —-1.26 2.58 —-1.3§ —1.35 3.61
2 —2.47 —0.25 4.36 —1.60 +0.29 4.26 -1.95 —-0.56 6.74
3 —2.86 +1.53 4.26 —3.57 +0.20 6.10 —1.89 +1.50 5.80 —2.34 —0.12 9.82
4 —3.49 +2.44 5.36 —4.59 +0.48 7.64 —2.10 +2.56 7.23 —2.61 +0.18 12.8
N —4.12 +3.21 6.37 —5.53 +0.68 9.04 —2.27 +3.53 8.57 —2.82 +0.42 18.7
6 —4.74 +3.89 7.30 —6.41 +0.84 10.3 —2.41 +4.42 9.82 -2.99 +0.60 18.6
7 —5.32 +4.52 8.18 —7.23 +0.97 11.5 —2.52 +5.25 11.0 -3.14 +0.76 214
8 —5.88 +5.11 9.00 —8.02 +1.08 12.7 —2.62 +6.04 12.1 —3.26 +0.89 24.1
9 —6.41 +5.67 9.79 —8.76 +1.18 13.8 -2.70 +6.78 13.2 —-3.37 +1.01 26.8
10 —6.92 +6.20 10.5 —9.48 +1.26 14.8 —2.77 +7.49 14.2 —3.47 +1.11 29.5

Table 4. Fully Optimized Minimum (z,) and Maximum (z,) Log Exponents and Log Error (In &,) for the Energy-Optimized n-
Term Gaussian Expansions of the 2s, 3s, 2p, and 3d Exponential Orbitals

2s orbital 3s orbital 2p orbital 3d orbital
n z % —In ¢, z % —In g, z Z —In ¢, z z, —In g,
1 -3.10 -3.10 4.44 —4.21 —4.21 5.57
2 —4.12 -1.14 4.81 —3.43 -1.97 6.37 —4.54 -3.31 7.65
3 -3.95 +0.52 6.62 -5.31 -114 5.99 -3.70 -1.09 821 —4.79 -2.59 9.67
4 -3.90 +1.87 7.90 -5.29 +0.48 7.86 -3.90 —0.31 9.94 —4.98 —-1.96 11.6
5 -3.89 +3.12 8.44 -5.30 +1.79 9.50 —4.06 +0.40 116 -5.13 -1.39 13.4
6 —4.47 +2.93 991 -5.30 +2.95 10.8 —4.18 +1.05 13.1 -5.25 —0.86 15.2
7 —4.42 +3.96 11.3 =531 +4.03 11.5 —4.29 +1.67 14.6 =535 —0.35 16.9
8 —4.39 +4.92 12.6 —6.13 +4.06 12.1 —4.38 +2.25 16.0 —5.44 +0.12 18.4
9 —4.38 +5.84 13.6 —6.15 +5.11 12.5 —4.46 +2.81 17.3 —=5.52 +0.58 20.0
10 -4.38 +6.72 142 -5.64 +4.90 13.9 -4.54 +3.34 18.6 -5.58 +1.01 21.5
where ¢’ = (¢},.,c,) and the elements of the S, T, and V w(r)=1- Jz@r exp(r?) erfc(r) (35)
matrices are indicated in eqs 9 and 10.
Using the FindMinimum function in MATHEMATICA® to is the lowest eigenfunction of the potential
find the optimal ¢, and @ (for n = 1, ..., 10) for each potential, R
and bootstrapping from small to large n, we believe that we V,(r) = iz 14524 24 — 1+7r
found the global minimum in each case. r V/A(T) (36)

The results allow us to study the behavior of ¢, with n for
each orbital and can be compared with the predictions of the
Kutzelnigg analysis. Table 2 reports results for 1s-type orbitals
under the constraint of even-tempered exponents. Table 3
presents the corresponding results where the exponents are
unconstrained. Table 4 gives results for the 2s, 3s, 2p, and 3d
exponential orbitals.

4.1. The Dawson Orbital. The orbital

4894

and has energy E = 0. It has a cusp at r = 0 and decays slowly,
so its exponent distribution

1
2(1 + a)*’?

fyla) = 37

attaches importance to the full range of exponents. The log-
exponent distribution (Figure 2)

dx.doi.org/10.1021/ct300559t | J. Chem. Theory Comput. 2012, 8, 4891—-4898
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g4(2)

Figure 2. The log-exponent distributions for the Dawson (upper left), Lorentzian (upper right), exponential (lower left), and Sech (lower right)
orbitals. Crosses indicate the z; in the fully optimized six-term Gaussian expansion of each orbital.

zZ—> —0

0.) ~ {eXp(+Z)

exp(—z/2) z > + (38)
decays slowly in both directions, and the spacing of the optimal
z; therefore increases to the left and the right. The importance
of both small and large exponents is confirmed by the large
negative z, values in column 2 and the large positive z, values in
column 3 of Tables 2 and 3.

It can be shown from Table 1 that this is a type A orbital with
p = 3/2, and the energy errors in column 4 therefore decay as
exp(—m(3n/2)"?).

4.2. The Lorentzian Orbital. The orbital

w(r) = ——
r =
B 1+ (39)
is the lowest eigenfunction of the potential
1 4
Vy(r) = -
B 1+ (142 (40)

and has energy E = 0. It has no cusp at r = 0 but decays slowly,
so its exponent distribution

f3(@) = exp(—a) (41)

emphasizes small exponents but not large ones. The log-
exponent distribution (Figure 2)

g,(2) ~ {exp(+z)

exp(—e®) z > +o0

z— —00
(42)

is strongly negatively skewed, and as a result, the spacing of the
optimal z; increases to the left. The importance of Gaussians
with small exponents is confirmed by the large negative z,
values in column 5 of Tables 2 and 3.
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It can be shown from Table 1 that this is a type B orbital with
p =3/2 and q = 2, and the energy errors in column 7 therefore
decay as exp(—n(3n)"?).

4.3. The Exponential orbital. The orbital

w(r) = exp(—r) (43)
is the lowest eigenfunction of the Coulomb potential
1
Ve(r) = ==
)= (44)

and has energy E = —1/2. It has a cusp at r = 0 but decays
rapidly at large r, so its exponent distribution

@ = ()

emphasizes large exponents but not small ones. The log-
exponent distribution (Figure 2)

exp(—e*/4) z > —o0
g.(2) ~
exp(—z/2) z— 4+

(43)

(46)

is strongly positively skewed, and as a result, the spacing of the
optimal z; increases to the right. The importance of Gaussians
with large exponents is confirmed by the large positive z, values
in column 9 of Tables 2 and 3.

It can be shown from Table 1 that this is a type C orbital
with p = 2 and q = 3/2, and as Kutzelnigg found, the energy
errors in column 9 therefore decay as exp(—7(3n)"?). They
are, in fact, similar to the Lorentzian energy errors, albeit for
complementary reasons.

4.4. The Sech Orbital. The orbital

l;/D(r) = sechr (47)
is the lowest eigenfunction of the potential®"

dx.doi.org/10.1021/ct300559t | J. Chem. Theory Comput. 2012, 8, 4891—-4898
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Figure 3. The log-exponent distributions for the 2s (upper left), 3s (upper right), 2p (lower left), and 3d (lower right) exponential orbitals. Crosses
indicate the z; in the fully optimized six-term Gaussian expansion of each orbital.

tanh r

Vy(r) = —sech’ r —
(1) sech” r » (48)

and has energy E = —1/2. It has no cusp at r = 0 and decays
rapidly at large r, so its exponent distribution

1 -
——=0,(0, ™)

W 4ra’

(where 6, is an elliptic theta function®®) attaches little
significance to either small or large exponents. The log-
exponent distribution (Figure 2)

fola) =

(49)

exp(—e/4)
exp(—7e*/4) z = +o

z—> —0
g, (2) ~
(50)

is both strongly localized and highly symmetrical, so the
optimal z; are tightly packed and almost uniformly spaced. It is
not surprising that even-tempered Gaussian basis sets perform
particularly well for this orbital. Because of the unimportance of
both small and large exponents, the z; and z, values in columns
11 and 12 of Tables 2 and 3 grow only slowly with n.

It follows from Table 1 that this is a type D orbital with p =2
and q = 7%/2, and the energy errors in the last column of the
tables therefore decay much more rapidly than in the
Lorentzian and exponential cases.

5. HIGHER EXPONENTIAL ORBITALS

We now consider four more orbitals, extending our analysis to
higher eigenfunctions of the hydrogen atom. Using Table 1, it
can be shown that all of these are type C orbitals, but with
varying p and q parameters.

5.1. The 2s Orbital. The orbital

y, (r) = (2 = r) exp(—=r/2) (51)
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is the second s-type eigenfunction of the Coulomb potential
and has energy E = —1/8. It has a cusp at r = 0 but decays
rapidly at large 7, so its exponent distribution

16a — 1 1
fyla) = 2% = exp( -]
16+ za® 16a (52)

emphasizes large exponents. The optimal exponents cluster to
the left and right of the node at & = 1/16, and this is illustrated
by the n = 6 exponents shown in Figure 3. As for the 1s orbital,
the log-exponent distribution (Figure 3)

exp(—e™*/16) z - —©
g,(2) ~
exp(—z/2) (53)

is positively skewed and the spacing of the optimal z;
consequently increases to the right. The importance of large
Gaussian exponents is confirmed by the large positive z, values
in column 3 of Table 4.

This orbital has p = 8 and q = 3/2, and the energy errors in
column 4 of Table 4 therefore decay as exp(—z(3n)"?). By
comparing columns 2 and 4 of Table 4 with columns 8 and 10
of Table 3, we see that the smallest exponents for the 2s orbital
are much smaller than those for the 1s orbital, but that the
energy errors are similar. These observations are consistent
with eq 30, which shows that p affects the low exponents, but
that the high exponents and the error depend only on g.

5.2. The 3s Orbital. The orbital

y (r) = (27 — 18r + 2r%) exp(—r/3)

z > +00

(54)

is the third s-type eigenfunction of the Coulomb potential and
has energy E = —1/18. It has a cusp at r = 0 but decays rapidly
at large 7, so its exponent distribution

. (_;)
P 36a

dx.doi.org/10.1021/ct300559t | J. Chem. Theory Comput. 2012, 8, 4891—-4898
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emphasizes large exponents. As for the 1s and 2s orbitals, the
log-exponent distribution (Figure 3)

exp(—e™?/36) z > —
g3s(z) ~

exp(—z/2) z = +o0 (56)
is positively skewed and the spacing of the optimal exponents
increases to the right. The importance of large exponents is
confirmed by the large positive z, values in column 6 of Table
4.

This orbital has p = 18 and g = 3/2, and the energy errors in
column 7 of Table 4 therefore decay as exp(—z(3n)"?).
Comparison of columns 2 and S of Table 4 reveals that the
smallest exponents for the 3s orbital are even smaller than those
for the 2s orbital, but that the energy errors are similar. As
above, these observations are consistent with eq 30.

5.3. The 2p Orbital. The orbital

Yo (r) = r exp(—r/2) (57)
is the radial part of the lowest p-type eigenfunction of the
Coulomb potential and has energy E = —1/8. It decays rapidly
at large r but has only a second-order cusp at r = 0, so its
exponent distribution

fla)= — e (_L)
» JVi6za® P l6a (58)

favors smaller exponents than the 2s orbital. The log-exponent
distribution (Figure 3)

© exp(—e™?/16) z - —©
z) ~
5 exp(—z/2)

z = +00 (59)
is strongly positively skewed, and as a result, the spacing of the
optimal z; increases to the right. The importance of Gaussians
with large exponents is confirmed by the large positive z, values
in column 3 of Table 4.

This orbital has p = 8 and q = 5/2, and the energy errors in
column 4 of Table 4 therefore decay as exp(—n(5n)'/2), which
is significantly faster than those for the 2s orbital.

5.4. The 3d Orbital. The orbital

i (r) = r* exp(—r/3) (60)

is the radial part of the lowest d-type eigenfunction of the
Coulomb potential and has energy E = —1/18. It decays rapidly
at large r but has only a third-order cusp at r = 0, so its
exponent distribution

0= ol 1)
3 V36rma® ® 36a (61)

favors even smaller exponents than the 2p orbital. The log-
exponent distribution (Figure 3)

exp(—e™?/36) z > —o0
854(2) ~

exp(—z/2) z — 400 (62)
is strongly positively skewed, and as a result, the spacing of the
optimal z; increases to the right. The importance of Gaussians
with large exponents is confirmed by the large positive z, values
in column 6 of Table 4.
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This orbital has p = 18 and q = 7/2, and the energy errors in
the final column of Table 4 therefore decay as exp(—x(7n)"?),
which is even faster than those for the 2p orbital.

6. CONCLUDING REMARKS

In the Introduction to this paper, we asked whether the root-
exponential convergence of the Gaussian expansion of the
exponential orbital stems from its cusp at r = 0 or its cusp at r =
00. The rapid convergence observed for the Sech orbital, which
lacks the first cusp but has the second, allows us unambiguously
to conclude that the slower convergence of the exponential is
due to the cusp at r = 0.

The discovery that 2s and 3s orbitals exhibit the same
convergence behavior as the 1s orbital leads us to conclude that
their analysis gives insight into the Gaussian convergence
behavior in any molecular orbital that possesses first-order
cusps at the nuclei.

We found that the Gaussian expansions of hydrogenic
orbitals with higher angular momentum (e.g, 2p and 3d) also
converge root-exponentially. Again, this can be traced to their
cusps at r = 0, but because an orbital with angular momentum /
has an (7 + 1)-th order cusp, the convergence rate grows with /.
Specifically, we find that the error decays asymptotically as
exp(=z((21 + 3)n)"?).

Our numerical studies of both even-tempered and fully
optimized basis sets produced reassuringly similar results and
give us confidence that analysis of even-tempered basis sets
provides reliable insights into the behavior of fully optimized
basis sets.

Replacing a point nucleus with a finite-sized nucleus, as is
often done in relativistic calculations, would eliminate the first-
order cusp in the exact wave function, improving convergence,
but higher-order cusps would still exist and thus root-
exponential convergence would be observed.

Finally, we observe that the inability of Gaussian to model
nuclear-electron cusps in molecular orbitals causes Gaussian
basis sets to be much larger than they would otherwise need to
be. This frustrating effect, which causes many of the Gaussian
exponents to become very large (see column 9 of Table 3), is
one the primary motivations for the use of pseudopotentials in
quantum chemistry and molecular physics.
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